Penalized regression approach to the portfolio selection problem considering parameter uncertainty
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Abstract:
The portfolio selection problem can be viewed as a maximization of the risk-return relation based on the input parameters, expected returns and covariance between assets. As these parameters depend on historical market data with stochastic behavior, their real values are not achievable. The estimators haul error that result in under-performance of the selected portfolio. As a solution, we present and analyze a penalized linear regression methodology, which constrains the decision variables to limit the estimation risk of the parameters.

Keywords: Portfolio selection, penalized regression, elastic net, estimation risk.

1. Introduction
The art of making money in the stock market is indeed an art, as it seems impossible to follow a simple recipe. Investors are differentiated based on their risk aversion profile and their portfolios performances. As the risk aversion profile is intrinsic to the investor, it is possible to study how to choose a better portfolio selection strategy for a given risk. These studies can be agglomerated in what is called "Modern portfolio selection problem", which has been studied since Harry Markowitz published his paper “Portfolio selection” in 1952
2. Methodology

2.1. Linear regression approximation for the portfolio selection problem
We know that each investor has a portfolio with an expected return of $E(w) = w^T \mu$ with some risk over his investment of $\sigma(w) = w^T \Sigma w$, knowing that $w$ is a column vector of $p$ weights, one for each asset, $\mu$ is a column vector with the expected return of each asset and $\Sigma$ is the $p \times p$ variance-covariance matrix. Then, an investor would like to maximize the risk-return relation proposed in $U(w)$ where $\gamma$ is a risk aversion coefficient.

$$U(w) = w^T \mu - \frac{\gamma}{2} w^T \Sigma w.$$ (1)

Thus, the optimal value of $w$ is found with $\frac{\partial U(w)}{\partial w} = 0 \Rightarrow \mu - \gamma \Sigma w^* = 0 \Rightarrow w^* = \frac{1}{\gamma} \Sigma^{-1} \mu$. As it is proposed in Li (2015), knowing that the OLS estimator of a linear regression model $Y = Xw + \varepsilon$ is obtained minimizing $(Y - Xw)^T (Y - Xw)$, that is, when $-X^T Y + X^T X \hat{w} = 0$, and comparing this equation with the one obtained after deriving (1) with respect to $w$, we can easily see that both of them are of the form $a + bw = 0$, therefore, we can match their coefficients, obtaining:

$$\mu = X^T Y,$$
$$\gamma \Sigma = X^T X.$$  

As $\Sigma$ is positive semi-definite matrix, it can be expressed as $\Sigma = U D U^T$, and then $\Sigma^{-1}$ is estimable and $\Sigma = \Sigma^{1/2} \Sigma^{1/2}$; thus, from $\gamma \Sigma = X^T X$ we obtain

$$X = \sqrt{\gamma} \Sigma^{1/2},$$ (2)

and from $\mu = X^T Y$ we find that

$$Y = \frac{1}{\sqrt{\gamma}} \Sigma^{-1/2} \mu.$$ (3)

Concluding that applying these definitions of $X$ and $Y$, the portfolio selection problem can be solved with the OLS estimator of the linear regression problem $Y = Xw + \varepsilon$.

2.2. Improvements to the linear regression estimators
2.3. Sparsity

When we take statistical models to high dimensions (large number of predictors), we are moving to a world of sparsity. The general rule of this world is, roughly speaking, that when we have a large amount of predictors it is intuitive to think that only a group of them are relevant to describe our variable of interest.

In context of our problem, we have $p$ as the number of assets that could be part of the portfolio. As we all are aware, not all stocks are good for the investor; therefore, he should not invest in all of them. The solution of (1), namely the Markowitz’ portfolio (MP), will assign a weight for each of the proposed assets. Some of them will be small, even pretty near to zero, if the associated securities are not relevant to the portfolio; nevertheless, the model will never be able to actually shift those small weights to zero even if is desired.

Here again, elastic-net outstands over the MP. When the linear regression has L1 and L2 norm constraints, besides of having the advantages exposed in 2.2, it will also select relevant variables. In pursuance of satisfying the norm constraint, some of the portfolio weights will go to zero in optimality, helping the investor to choose only some $k < p$ assets that are statistically relevant.

Furthermore, as portfolios are rebalanced regularly, the investor need to assume some transaction costs each time he buys or sells shares. While the MP will force him to pay those costs for each of the $p$ assets, disregarding if the asset has a high or small weight in the portfolio; the elastic-net solution with $k < p$ assets reduces the transaction cost.

2.4. Algorithm implementation
The algorithm that is used to solve the proposed model is the following: Using the train data, we found \( \hat{\mu} \) and \( \hat{\Sigma} \). Then, we created \( X \) and \( Y \) as proposed in 2.1, in equations (2) and (3). Afterward, the elastic-net is implemented. To do so, a grid of possible values for \( \alpha \) and \( \lambda \) parameters is created and then the optimal values (those that generate the minimal MSE) \( (\alpha^*, \lambda^*) \) are found using cross validation. Finally, we run an elastic-net model with \( \alpha^* \) and \( \lambda^* \) obtaining 442 coefficients that are the portfolio weights. These weights are implemented along 2015 to evaluate the out-of-sample performance of the portfolio. In summary,

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm of implementation</td>
</tr>
</tbody>
</table>

1. Estimate \( \hat{\mu} \) and \( \hat{\Sigma} \) with the training data
2. Create \( Y \) and \( X \) with
   \[
   Y = \frac{1}{\sqrt{Y}} \hat{\Sigma}_{Y}^{-\frac{1}{2}} \hat{\mu} \\
   X = \sqrt{Y} \hat{\Sigma}_{X}^{\frac{1}{2}}
   \]
3. Calibrate with cross validation the values of \( \alpha \in \Lambda \) and \( \lambda \in \Lambda \) for the elastic-net model using a grid of \( \Lambda \times \Lambda \) where \( \Lambda = \{0.1, 0.3, 0.5, 0.7\} \) and \( \Lambda = \{\lambda \in \mathbb{R} | \lambda = 0.001 + n \cdot 0.01, n \in \mathbb{N}, n \in [1, 1500]\} \)
4. Fit elastic-net with tuned parameters \( \alpha^* \) and \( \lambda^* \). Portfolio weights \( \hat{w} \) are defined as the vector of the estimated coefficients of the elastic-net.

It is important to mention that \( \hat{\Sigma} \) is estimated by Principal Orthogonal Complement Thresholding (POET) method, proposed in Fan et al. (2013) to do the estimation of large covariance matrices. On the other hand, \( \hat{\mu} \) is simply calculated as the mean of the daily logarithmic returns during the training window for each asset, resulting in a \( p \) dimensional vector.

### 3. Application

#### 3.1. Data selection

For this case of study, we evaluate the portfolio performance with stocks that belong to S&P 500. We obtained daily information from 1998 to 2013 of the 500 stocks that were included in the index in 2013. Then, we also searched for data of those stocks up to 2016. As there is not full available data for all of the quotes, we removed some invalid entries to end up with data for 442 stocks. Having daily close prices \( P_t \), we estimated the logarithmic returns, \( r_t = \ln \left( \frac{P_t}{P_{t-1}} \right) \) for each selected asset from 2010 to 2015. We then defined a time window of 5 years, form 2010 to 2014 as the training sample and 2015 as the test sample.

#### 3.2. Model implementation
3.3. Model validation

For this case of study, we are not going to perform portfolio rebalancing. Instead, after obtaining \( w \) from the training sample, we evaluate the behavior of that portfolio during 2015.

In the first place, we would like to see how the elastic-net model performs over the MP to see if we are obtaining a better result. As a tool of evaluation, we are going to plot the cumulative wealth index of each strategy (elastic-net and MP) and the passive index strategy (investing in SP500 index) during 2015.

Cumulative wealth (CW) is measured as

\[
CW_t = CW_{t-1} \cdot (1 + R_t) \quad \text{for} \quad t = 1, \ldots, T
\]

\[
CW_0 = 1 \text{ USD},
\]

where for each \( t \),

\[
R_t = w^\top r_t,
\]

\( r_t \) being the column vector of logarithmic returns of the assets in the portfolio on day \( t \) and \( w^\top \) the transposed vector of weights of the investment strategy.

That is to say, if we invest 1USD in the portfolio in the first stock day of 2015 and then, we reinvest our returns on the portfolio every day, how much money we will receive at a day \( t \).

We are also interested in how many entries of \( w \) vector are different from zero in each strategy. So we will find the percentage \( \text{NonZero} = |Z| / p \times 100\% \), where \(| \cdot |\) is the cardinality of a set, \( Z \) is a set that contains all the assets that conform the final portfolio and \( p \) is the number of total assets.

Besides, we are going to calculate the mean absolute deviation and annualized Sharpe Ratio (SR) for each strategy; a portfolio with higher SR would be desirable. In addition, the Information Ratio (IR) will be calculated to compare how the elastic-net and the MP performances over the benchmark, which will be the S&P 500 index for us. The IR is the rate between the active premium and the tracking error, i.e.,

\[
IR = \frac{E[R_p - R_b]}{\sqrt{Var[R_p - R_b]}}
\]

(6)

Where \( R_p \) is the vector of portfolio returns and \( R_b \) the vector of S&P 500 index returns.

Another measure of risk-return relation is the Calmar Ratio. It helps us estimating the relation between the average return during some period and the maximum drawdown in the same period. We are going to evaluate this measure for both MP and elastic-net knowing that a Calmar ratio greater than one is good, greater than three is excellent and above five is more than desirable (Young, 1991). We will also provide plots of the daily return and drawdowns for each strategy.

4. Results

First of all, we are going to compare the performance of the elastic-net versus the traditional MP using a risk aversion coefficient of 3.7. The choice of this value will be discussed later.
As expected, the constraint over the L1 norm of the vector of coefficients in the elastic-net model helped us creating sparsity, as it is viewable in Table 2. The percentage of non-zero weights is 15.61% for the elastic-net compared to 100% of the MP. In this way, the elastic-net model shows that it can shift some weights to zero lessening the transaction costs.

### Tabla 2
Percentage of non-zero weights for each strategy

<table>
<thead>
<tr>
<th></th>
<th>Elastic-net</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of non-zero weights</td>
<td>69</td>
<td>442</td>
</tr>
<tr>
<td>Percentage of non-zero weights</td>
<td>15.61%</td>
<td>100%</td>
</tr>
</tbody>
</table>

However, it is still important to see if having fewer assets in the portfolio yields better results. The plot of the cumulative wealth index is shown in Figure 1 where we compare the elastic-net portfolio, the MP and the CW investing directly in the S&P 500 index. During the chosen sample, the elastic-net model outstands over the others because, for the same level of risk aversion we obtain a higher plot of the CW. Figure 2 presents the same CW analysis with different levels of risk aversion.

It is viewable that starting with one dollar in each strategy and reinvesting profits daily, the elastic-net portfolio ends the year with 2.32 dollars while the MP ends with nearly 1.67 dollars.

### Tabla 3
Portfolio performance indicators

<table>
<thead>
<tr>
<th></th>
<th>Elastic-net</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute deviation</td>
<td>0.018</td>
<td>0.018</td>
</tr>
<tr>
<td>Annualized Sharpe Ratio</td>
<td>1.971</td>
<td></td>
</tr>
<tr>
<td>Information Ratio</td>
<td>3.564</td>
<td>4.106</td>
</tr>
<tr>
<td>Calmar Ratio</td>
<td>7.303</td>
<td>3.241</td>
</tr>
</tbody>
</table>

In addition to the CW analysis, we obtained some portfolio performance indicators in Table 3. Firstly, we observed that when we measure risk of each portfolio based on mean absolute deviation, similar values were found, as it is 0.018 for both strategies. The annualized Sharpe Ratio has values greater than one proving a good performance over the risk free rate in MP and elastic-net; a greater SR for elastic-net shows that the model outstands over the MP. On the other hand, when we compare the portfolios versus the benchmark, both of them are desirable over the passive index strategy. It is important to mention that the MP showed a better information ratio. Lastly, we found that Calmar ratio for the MP is greater than 3, giving us excellent results. Furthermore, the Calmar ratio for the elastic-net is greater than 7 showing even a better performance.

### Figure 1
Cumulative wealth index comparison between portfolio selection strategies
Considering these results, the elastic-net has a formidable behavior. Even though the MP scored a higher IR, the elastic-net has an excellent relation versus the S&P 500 index as well. It is important to mention that we are not taking into account transaction costs in any strategy. As the elastic-net has lesser assets, including transaction costs will reduce some performance indicators but not as much as it will for the MP; hence, creating a greater gap between the performances of both portfolios in favor of the elastic-net. Furthermore, we plotted daily returns and drawdowns for each strategy, as it is viewable in Figure 3 and Figure 4.

**Figure 2**
Cumulative wealth index using the elastic-net model for different type of investors

**Figure 3** Elastic-net performance.

Considering these results, the elastic-net has a formidable behavior. Even though the MP scored a higher IR, the elastic-net has an excellent relation versus the S&P 500 index as
It is important to mention that we are not taking into account transaction costs in any strategy. As the elastic-net has lesser assets, including transaction costs will reduce some performance indicators but not as much as it will for the MP; hence, creating a greater gap between the performances of both portfolios in favor of the elastic-net.

Furthermore, we plotted daily returns and drawdowns for each strategy, as it is viewable in Figure 3 and Figure 4. From these figures we can conclude that both of the time series have the same variance of their daily returns. We can see that the lower return for the elastic-net is -0.078 versus -0.071 for the MP during all 2015. Even though, in terms of drawdown, the maximum drawdown of the elastic-net is 18.5% while it is 22.2% for the MP; so the elastic-net has a better “worst case scenario” than the MP as the Calmar ratio showed in Table 3.

Finally, we analyze the behavior of elastic-net model when changes. Assuming that the risk aversion coefficient can be measured from 1 to 10 we evaluated the model with the values of 1, 3, 3.7, 5 and 10. From Figure 2 it is viewable that the CW is inversely proportional to the value of the risk aversion coefficient. As increases, we obtain lower curves of the cumulative wealth index.
Two groups are clear in the plot, one for values of $\gamma$ lesser than 3.7 and the other for values greater than 3.7. It is remarkable that for the group of the CW index line has more variance that the grouped lines of $\gamma$. Thus, we found that a risk aversion coefficient of 3.7 could be a good measure for an average investor and that justifies the value used for the comparison between MP and elastic-net.

Interestingly, when we evaluate the percentage of non-zero assets of each created portfolio when changes, the same two groups are easily recognizable. As Figure 5 shows, there are no significant changes in the percentage when the risk aversion coefficient changes between 1 and 3.7, and doesn't change either when is between 3.7 and 10. Even though, the
percentage is significantly different between the groups. When the percentage is near 50% and in other cases, it is approximately 10%. Real values are presented in Table 4. In any case, sparsity is present in the model; the elastic-net select assets and it is stricter as the risk aversion coefficient increases.

5. Conclusions
Some portfolio theories have been developed since Markowitz; nevertheless, some adjustments need to be done before implementing those theories in real data applications. It is impossible to invest without taking into account the randomness of the stocks prices in the market and then, portfolio selection models must include any control over parameter’s uncertainty. To cope this problem, we proposed a penalized linear regression model known as elastic-net; which regulate the L1 norm and L2 norm of the vector of weights. Despite of the addition of new constraints to the optimization problem, it gives better results in empirical applications due to the uncertainty of the expected returns and the covariance between them. We showed that the elastic-net model has a better performance over the MP during a year of evaluation, without rebalancing, and using only 5 years of daily data to estimate the parameters.

Furthermore, using the constrained model helped us controlling the estimation risk of its parameters and it also helped us selecting which assets should or should not conform the portfolio.

The elastic-net model changes accordingly to the risk aversion coefficient and it remains for future works how to estimate an adequate risk aversion coefficient. It will be also interesting to study model’s performance when some constraints are added; not the ones that control parameter uncertainty but portfolio constraints that are common in real financial applications. For instance, restricting the minimal percentage of health care assets in the portfolio. Some methods that have been proposed to work with sparsity, like non-parametrical graphical models, (e.g. Lafferty et al., 2012) can be applied to the portfolio selection problem and thus, as future work they could be compared with the elastic-net.
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The L1 norm of the vector $w$ is the sum of the absolute value of each of its entries, this is, $\|w\|_1 = \sum_{i=1}^{p} |w_i|$. On the other hand, the L2 norm of the vector is $\|w\|_2 = \sqrt{\sum_{i=1}^{p} w_i^2}$. In general, the $L_p$ norm is $\|w\|_p = \left( \sum_{i=1}^{p} |w_i|^p \right)^{\frac{1}{p}}$, when $p \to \infty$, $\|w\|_\infty = \max\{w_i\}$. 